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Abstract

Much economic research is concerned with the question of why our
commitments to ourselves fail, whether it’s lack of self-confidence, lack of
willpower in the face of temptations, conflict between the ”selves”, or one
of many other explanations. We introduce and formalize a new model of
commitment failure. We posit that the subjective experience of failing a
commitment is frequently indistinguishable from the subjective experience
of following it. Thus, we model a person consisting of two selves: Planner
(she) and Doer (he). Planner devises the rule for the person’s long-term
benefit and Doer follows his perception of Planner’s rule. We analyze the
conditions under which Planner is (not) able to devise an effective rule. We
show that under some conditions, Doer, while believing that he continues
to follow the Planner’s rule, descends into complete procrastination, while,
under some conditions, Doer always works to the person’s long-term benefit.

∗I am grateful to Alexis Belianin for his patient, yet stimulating guidance and to Anastasia
Kuptsova for many prolific discussions and continued support.
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1 Introduction

People plan ahead. Frequently, they are aware that their future selves may not
be so keen on fulfilling some of their past selves’ desires. Thus, people are search-
ing for ways to circumvent their future selves’ (1) discretionary ability and (2) to
alter their future selves’ incentives (see [1], [2] for an overview of self-regulation
literature). Economists first started to pay attention to the problem of temporal
inconsistency with Strotz [3], followed by seminal works by Thaler [4] and Loewen-
stein [5].

Many approaches to the problem of self-regulation have since then appeared in
the economic literature (see [6], [7] for an overview). Some of the most influential
are: hyperbolic and quasi-hyperbolic discounting ([8], [9]), temptation ([10]–[12]),
Multiple selves ([4], [13]–[15]), self-signaling [16].

Most prominently, we lean on the idea of ”personal rules” ([17]–[19]), which act
as internal commitment mechanisms, modifying future behavior. These commit-
ments are not perfect, and in contrast to external commitment mechanisms, can
be broken, which has lead many researchers to investigate the conditions under
which we break personal rules.

However, instead of trying to explain why we break personal rules, we posit
that the subjective experience of personal rule breaking is almost never of breaking
rules (something Loewenstein [14] alluded to while talking about addiction). As
Ainslie [17] acutely notices, the rules are broken by us progressively acquiescing
and accepting larger and larger excuses for why the rule is not applicable in this
particular situation (p. 87):

[T]he same principle that keeps Thanksgiving from setting a precedent
might also work for my birthday and, with decreasing credibility, for
the Fourth of July, St. Patrick’s Day, Labor Day, Arbor Day, St.
Swithin’s Day, and Just This Once. This kind of logic can degrade a
personal rule without my ever breaking it.

The subjective experience of having broken a commitment is us suddenly finding
ourselves no longer following it, having no idea as to how exactly it happened.

Following the literature ([4], [15]), we model the person as consisting of two
selves: Planner (she) and Doer (he). However, in contrast with the majority of
the literature, we do not assume a conflict between the two selves. Doer is, in fact,
trying to follow Planner’s rules. He is just not very good at it.

For example, Doer feels that procrastinating a little bit and then starting to
work is very similar to just working, as Planner might have prescribed. Thus,
Doer does procrastinate a little bit but still feels that he followed Planner’s rule.
Due to imperfect memory, in the next period, Doer can only remember that (1) he
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procrastinated a little bit and that (2) he followed Planner’s rule, which morphs
Doer’s perception of the rule, towards a little bit of procrastination being allowed.

Over time, Doer may start feeling that procrastinating more and more, and
working less and less, while still continuing to feel that he follows the rule.

Depending on Planner’s sophistication, which we model as access to Doer’s
mental processes, in some cases, she may devise a rule, which would prevent this
dissolution from happening. For example, Planner may strategically lure Doer to
procrastinate in a way that eventually leads him to return to work, rather than
procrastinate ad infinitum.

To the best of our knowledge, no theoretical model of slipping away from
commitments while maintaining the belief in rule following has been provided yet.
Thus, we attempt to create a model which would explain which conditions lead to
this phenomenon and to provide directions on what we can do to prevent it from
happening.
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2 Literature Review

The model I build is most closely related to work by Mazar et al. [20]. They
suggest that offered with an opportunity to cheat, people will balance their desire
to seem honest to themselves with the financial gains from cheating, which will
result in people cheating, but only as long as they are able to retain their positive
self-concept, which is similar to our claim that people will deviate from rules, but
only as long as they feel that they are still following them. However, Mazar et
al. do not build a formal model of their idea. Moreover, one of their key claims
is that the extent of cheating people will engage in is naturally bounded by the
point at which they will no longer be able to maintain a positive self-concept. In
contrast, I show that under some conditions, the person’s behavior will become
indistinguishable from them acting, following the analogy, ”completely dishonest”.

A different strand of psychological research related to my model is the study
of the ”foot-in-the-door” technique, introduced by Freedman [21]. The technique
suggests that in order to make somebody acquiesce to a large demand one should
first start with a small demand (which will surely be accepted) and then gradually
increase the size of the demand, until the person is ready to acquiesce to the
demand they would have rejected initially (for an overview of research on this
technique see [22]). I propose that the brain is essentially using the ”foot-in-the-
door” technique on its owner, by way of adjusting the perception of rules set by
them little by little, resulting in the possibility of large differential between the
perception of rules and actual rules, with us not noticing it.

Economists first started to pay attention to time-inconsistency of people’s pref-
erences with work by Strotz 1955 who noted that intertemporal conflict between
selves arises if the person’s discounting rate is not exponential, and suggested that
the solution is to either impose external restrictions on behavior or to only make
plans which are time-consistent.

Thaler and Shefrin [4] were first to formalize the idea of multiple (in their case
two) selves. Two selves are a planner (who is interested in the long-term maxi-
mization of utility) and a doer (who is only interested in current consumption),
who are analogue to a principal and an agent, in a principal-agent model. The
tools the planner uses are incentives altering and rule setting.

Many alternative interpretations of multiple selves have followed [13]–[15], some
of them continuing the principal-agent analogy [23].

Economic literature most closely related to our paper examines ways people
can modify their future behaviors only using internal commitments. Tirole and
Bénabou [18] built one of the most influential such models. They argue that the
fear for one’s self-reputation over one’s willpower is the key mechanism for the
effectiveness of promises to oneself, or as authors call them, ”personal rules”.

Finally, the similarity literature explores many of the same themes as we do

5



[24], [25]. In particular, Gilboa and Schmeidler’s [26] case-based decision theory,
which contends that the decisions are made based on a recollection of similar past
cases and outcomes that followed the decisions in them. We share their opinion
that the past decisions influence us directly, rather than through more cognitive
mechanisms, as most other researchers assert.
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3 Twitter and Facebook Example

The following example is meant to informally introduce the key ideas of the paper.
We will refer to it frequently in the future.

Suppose there are 5 periods, each 25-minute long. The person would prefer to
work (w) for the entire duration of each period.

However, they could also spend 5 (10, 15) minutes on Facebook and then work
20 (15, 10) minutes until the end of the period (f5 (f10, f15)) (they cannot spend
more than 20 minutes on Facebook, because they have few friends and the News
Feed runs out).

Alternatively, the person could also spend 5 (10, 15, 20 or 25) minutes on
Twitter and then work 20 (15, 10, 5, 0) minutes until the end of the period
(t5 (t10, t15, t20, t25)) (since they follow a lot of people and the feed is effectively
infinite),

The person dislikes work and enjoys browsing Facebook, and enjoys browsing
Twitter even more. Thus, short-term utility U is defined as follows:
U(w) = 0
U(f5) = 1, U(f10) = 3, U(f15) = 5
U(t5) = 2, U(t10) = 4, U(t15) = 6, U(t20) = 8, U(t25) = 10

Now, the suppose the person devises the following rule for themselves: I’m
only allowed to work. However, when the first period starts and the person has to
decide what to do, they do not act solely upon their rule. In the moment, they
act upon their perception of the rule. In the moment, it may seem that the action
”work for 25 minutes” is very similar to ”spend 5 minutes on Facebook and then
work 20 minutes” and to ”spend 5 minutes on Twitter and then work 20 minutes”.
Since U(t5) is highest among the options, the person decides to pursue t5. It is
important to note that the person does not feel as if they’ve broken the rule.

In the next period, the person’s perception of the rule is adjusted. Due to
imperfect recall, they only remember that they (1) felt that they were following
the rule and (2) that they spent 5 minutes on Twitter, which is now perceived as
having been allowed. So, now they believe that w is allowed and t5 is allowed.
Repeating the thought process from above, the agent now decides to pursue t10
(since it feels very similar to t5, which is ”allowed”, and it brings the highest utility
from all allowed behaviors).

It is easy to see that by the last period the person will end up browsing Twitter
the entire time and not working at all. At this point, they might finally realize
that the rule was broken, but they have little idea of how this happened since they
never felt that they were breaking it.
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4 The Model

We consider a discrete-time model with n ∈ N periods and a finite set of possible
actions X, consisting of action w (work for the entire period), and, possibly, other
actions (which may partially include work, like e.g. t5 in example above).

For each xi ∈ X, define the set Si, consisting of actions similar to xi, with the
only restriction being xi ∈ Si ∀i.

Let S be the collection of all Si.
We model the person as consisting of two selves: Planner (she) and Doer (he).
Planner devises the rule R, defined as a non-empty set of allowed actions xi,

maximizing the amount of work she expects Doer to perform following the rule.
Planner does not possess the ability to notice when Doer does not follow her rule
until after the last period.

Doer maximizes his utility U , while following his perception of the rule. He
perceives that the rule is followed if the action he takes are similar to actions he
believes to be allowed. Doer possesses imperfect recall, which means he infers the
rule from his actions last period.

We assume that Doer has perfect knowledge of S.
Let the utility Doer gains from any action to be from [0,1], with work utility

U(w) = 0, procrastination utility U(p) = 100 and 0 < U(x) < 100, ∀x 6= w, p,
meaning that Doer would prefer doing anything else to work, and would prefer
procrastinating to anything else. Further, U(x) = U(y) =⇒ x = y, i.e. no two
actions yield the same utility.

We will now see how Planner’s sophistication affects the efficacy of the rule she
can devise to make Doer act in accordance with the person’s long-term goals.

4.1 Naive Planner

Reminder:
w is work,
Si is the set
of actions
similar to xi,
the rule R is
a non-empty
set of allowed
actions xi

Naive Planner does not observe Doer’s mental processes, which means she does
not realize the existence of S and believes that Doer follows the rule strictly.

Thus, Naive Planner devises the following rule, trying to maximize the amount
of time Doer works:

Naive Rule RNaive = {w}

Proof. Suppose xi 6= w, xi ∈ R. Then, since U(xi) > U(w) ∀xi 6= w, will lead
to Doer choosing xi instead of w at least once, which will decrease the amount of
time Doer works. Thus, RNaive = {w} is optimal.

Consequently, according to Naive Planner’s model of Doer, he will always be
working.
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Reminder:
U(w) = 0,
U(x) > 0
∀x 6= w

Doer’s actual behavior depends on the S. First, suppose, work is dissimilar
from any other behavior, i.e. Sw = w.

Then, work is the only available action for Doer and he will only work, just as
Planner expected.

However, suppose work is similar to some other actions. We would like to
know what Doer will do on this case in each round. To find out, we construct a
directed graph G(I, g), consisting of a set of vertices I = {v1, ..., vk}, where k is
the number of actions on X, so that each vertex vi corresponds to an action xi,
and a n × n adjacency matrix g, where gij = 1 if there exists an edge from vi to
vj and 0 otherwise.

Reminder:
Si is the set
of actions
similar to xi

To create edges we will need to find the best similar action for every action xi,
which we will denote bi. Action xj ∈ Si is the best similar action for action xi if:

U(xj) = max
x∈Si

{U(x)}

Then, for each vertex vi create an edge to the vertex, corresponding to the best
similar to xi action.

Now, Doer starts at w and with each round moves along the path, if one exists.
This is equivalent to Doer choosing the action with the highest utility among
behaviors he believes to be allowed. Actions corresponding to already visited
nodes are perceived as allowed.

Henceforth, we will base our discussion of Doer’s behavior based on a G, gen-
erated as described above, since G fully describes Doer’s behavior.

For an example of generated graph, see figure below.

Proposition 4.1. G is acyclic.

Proof. By construction, there exists a path from vi to vj only if U(xi) < U(xj).
Thus, if there exists a cycle which includes vi, then U(xi) > U(xi). Contradiction.

Corollary 4.1.1. Provided a sufficiently large number of periods, Doer will reach
the action from which he will not deviate.

Note, this does not imply that the sole existence of a path from w to p will
lead to Doer eventually moving to p.

Reminder:
p is complete
procrastina-
tion

Thus, in contrast with Naive Planner’s prediction, Doer is not guaranteed to
follow the rule.
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f10
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t5
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p = t25

fig. 1

Example. Recall an informal example with Twitter and Facebook (we will refer
to it as TF). GTF is shown in fig. 1.
U(w) = 0
U(f5) = 1, U(f10) = 3, U(f15) = 5
U(t5) = 2, U(t10) = 4, U(t15) = 6, U(t20) = 8, U(t25) = 10
Sw = {w, f5, t5}
Sf5 = {w, f5 f10}, Sf10 = {f5, f10, f15}, Sf15 = {f10, f15}
St5 = {w, t5 t10}, St10 = {t5, t10, t15}, St15 = {t10, t15, t20}, St20 = {t15, t20, t25}, St25 =
{t20, t25}

Enacting RNaive, in the first period, Doer would choose action t5; in the second:
t10; in the third: t15; in the forth: t20; in the fifth: t25. Thus, total work is 50
minutes. On the graph:

w

f5

f10

f15

t5 t = 1

t10 t = 2

t15 t = 3

t20 t = 4

p = t25 t = 5

fig. 2
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4.2 Sophisticated Planner

Reminder:
Si is the set
of actions
similar to xi,
S is the
collection of
all Si

Sophisticated Planner has access to Doer’s mental processes, i.e. she both
knows S and that Doer’s behavior is completely determined by S (represented by
G). Thus, she can try to devise the rule to take advantage of this knowledge.

Let’s return to the TF example. Here, instead of forbidding everything except
work, Planner could introduce the following rule, allowing browsing Facebook for
5 minutes:

Sophisticated Rule RSophisticated = {f5}
In the first period, Doer would choose action f10; in the second: f15; in the

third: f15; in the forth: f15; in the fifth: f15. Thus, total work is 55 minutes,
compared to RNaive’s 50 minutes. On the graph:

w

f5

f10t = 1

f15t = 2, 3, 4, 5

t5

t10

t15

t20

p = t25

fig. 3

Proposition 4.2. RSophisticated = {f5} is optimal in TF.

Proof. Note, that any rule, which results in Doer choosing among t actions, brings
less or equal amount work than RNaive (examine fig. 2). Further, note, that any
rule, which results in Doer choosing among f actions, brings less or equal amount
of work than RSophisticated (examine fig. 3). Thus, RSophisticated is optimal.

Proposition 4.3. Any rule consisting of more than one action has an equivalent
rule consisting of exactly one action.

Proof is analogous to that of 4.1 and involves the graph of the problem.

Proof. Let R be a rule consisting of more than one action. In the first round, Doer
will take one of the actions similar to one of the allowed actions (recall that by
definition of Si, xi is similar to xi). Denote that action taken in the first round a.
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Note, that U(a) is the highest among all actions Doer could have made in the first
round.

Reminder:
Si is the set
of actions
similar to xi,
vi is the
vertex corre-
sponding to
xi

By construction of G, there exists a path from vi to vj only if U(xi) < U(xj).
Thus, there do not exist any paths from a to any other actions the doer could
have made in round one. This implies, that we can remove them from R with no
impact on Doer’s decision-making.

Corollary 4.3.1. For any X, S there exists a rule, which is optimal and consists
of exactly one action.

It is obvious that an optimal rule depends on X and S. However, we can show
that it also depends on the number of periods n.

Proposition 4.4. Optimal rule depends on the number of periods.

Proof. Consider TF. Changing the number of periods five to four, RNaive (50 min-
utes of work) becomes better, than {f5} (45 minutes of work).
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5 Imperfect Knowledge of the Set of Similar Ac-

tions

Reminder:
Si is the set
of actions
similar to xi,
S is the
collection of
all Si

Returning to the TF example, it is not clear why S is as presented there. If
browsing Twitter for 10 minutes is similar to browsing Twitter for 5 minutes, then
wouldn’t browsing Twitter for 7 (or 6 or 8, or 4.5) minutes also be similar to
browsing Twitter for 5 minutes, i.e. it seems that:

t10 ∈ St5 =⇒ t7 ∈ St5

There are two chief reasons for this presentation. Firstly, mental processes are
coarse [25], meaning, we are not very good at distinguishing 0.1 seconds from 0.2
seconds, and in everyday life, neither we are very good at distinguishing 3 minutes
from 5 minutes. Once we accept the coarseness of time-perception, the intervals
we presented in TF example lead to no loss in generality.

Even so, the TF is example is prohibitively simplistic. In reality, there are
dozens if not hundreds of alternative actions available at every turn. Are we always
aware of all of them? This does not seem to be true: attention, computation, and
memory are all limited resources in the human brain (even more so for our Doer).
Thus, we relax the assumption of perfect knowledge of S.

It is plausible that rather than knowing S in advance, Doer discovers its con-
stituents gradually. For example, recall the TF case, but suppose that there are
not just Twitter and Facebook, but hundreds of distracting websites. Then, at the
beginning of the period, Doer might only be able to think of several of them and
choose action from the set of similar actions he was able to think of.

We will augment the model with the mental process of discovery.
Assume that Planner is Sophisticated and has perfect knowledge of S, but

Doer doesn’t know any part of S, except for allowed actions. Denote the part of
S known by Doer as K. At the start of each period, prior to choosing the action
to take, Doer randomly discovers 1 action similar to x ∈ K (if there is such an
action).

Proposition 5.1. In some cases, imperfect knowledge of S will alter Sophisticated
Planner’s optimal rule.

Proof. Consider the following case:
U(w) = 0
U(f5) = 1
U(t10) = 2
Sw = {w, f5, t10}
Sf5 = {w, f5 t10
St10 = {w, f5, t10}
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f5 t10

fig. 4

Suppose, there is only one period. Clearly, if Doer knows S perfectly, then all
rules are equivalent and Doer will choose action t10, spending 15 minutes working.

However, consider rule w, when Doer has imperfect knowledge of S. Then,
with p = 0.5 he will discover that f5 is similar to w and with p = 0.5 he will
discover that t10 is similar to w. In the first case he will choose f5 and work for 20
minutes, while in the second case he will choose t10 and work for 15 minutes. The
expected amount of working time is 20

2
+ 15

2
= 17.5.

This example is instructive in that ”semi-sophisticated” Planner who, on the
one hand, knows that Doer will not follow the rule precisely, but, on the other
hand, believes that Doer knows S perfectly will essentially give up in some cases,
believing that the rule she devises will not make any difference.

”Fully sophisticated” Planner knows that sometimes she can set rules that will
not necessarily lead Doer to a different equilibrium (like in the original TF case),
but will confuse him just enough, so that in this confusion he would get more work
done.

In further research we plan to investigate how the number of similar behaviors
Doer is able to discover at once impacts the optimal rule.
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6 Conclusion

In this paper we examined how people might ”slip away” from their commitments
to themselves without noticing it. We considered a two selves model, consisting
of Planner and Doer, with Planner devising the rule for the long-term benefit
of a person and Doer following his perception of these rules. The perception is
determined by the similarity among possible actions, with Doer choosing the action
he gains most utility from, from the set of actions he perceives to be similar to
allowed ones.

Most importantly, we have proved that Sophisticated Planner (who has com-
plete access to Doer’s mental processes) will devise the rule strategically, meaning,
in some cases, she will deliberately allow some unproductive behaviors, in order
to bring under control the amount of time Doer spends unproductively. We have
also shown that there always exists a simple optimal rule, consisting of only one
action allowed. Further, we have shown that, provided enough periods, regardless
of the rule, Doer will settle into a specific action, from which he will not deviate.

We conclude that the key avenue towards increasing are (1) strategic self-
restraint: it’s preferable to sometimes indulge in unproductive behaviors, rather
than try to work constantly; (2) external monitoring: the reason our commitments
to ourselves fail is inability step out of the situation and recognize that similarity
between behavior does not imply equivalence in whether they are allowed or not. A
possible way to deal with this shortcoming is to ask for external monitoring, so that
the person observing our actions and judgments could substitute for inattentive
internal Planner.
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